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ABSTRACT

In their recent article, Virtual Crimes – Real Damages?, Fernando Pinguelo and Bradford Muller presented what they termed “a primer on [c]ybercrimes [i]n [t]he United States and [e]fforts to [c]ombat cybercriminals.” While their article provided a tour d’horizon of computer-related threats and general characteristics of cybercriminals, as well as a useful compendium of statutes, it did not present a complete picture of the nature and scope of current cybercrime threats and available responses. This Article provides a narrower and more discriminating focus on the specific types of behavior characteristic of persons who commit specific types of cybercrime and the specific types of prevention measures necessary to reduce the effects of those cybercrime types. It also emphasizes the importance of focusing on the broader background of cybercrime, i.e., cybercrime threats and responses that extend beyond the borders of the United States.
I. INTRODUCTION

In the Fitz Hugh Lane painting, *Approaching Storm*, the viewer immediately sees in the foreground two sailing ships whose sails are being lowered or furled under the imminent threat of a severe storm. The casual viewer’s eye is drawn first to the larger ship, a schooner, and then to the smaller, a single-masted fishing boat, whose white sails and rigging and wooden hulls contrast dramatically with the indigo masses of the storm clouds and sea. But if the viewer draws his eye away from the stark contrasts in the foreground and examines the painting more closely, he can discern not only that the dress and movements of the crews in the two ships are clearly different, but that in the farther distance, three other sailing ships are menaced by the same storm, which extends for miles in all directions.

In their article, *Virtual Crimes – Real Damages*, Fernando M. Pinguelo and Bradford Muller focus on the foreground of cybercrime, in presenting what they term “a primer on [c]ybercrimes [i]n [t]he United States and [e]fforts to [c]ombat [c]ybercriminals.” Their article offers a concise but “robust discussion on the major forms of cybercrimes affecting the government and businesses today” in the United States. Their compilation of information, drawn from numerous law enforcement, information-security, and media sources, provides a *tour d’horizon* of computer-related threats to critical U.S. infrastructures and general characteristics of cybercriminals, as well as examples of “basic solutions . . . for reducing a company’s exposure [to various cybercrimes].” They also present a useful compendium of major federal and state criminal and civil statutes in the United States that are applicable to various cybercrimes, and highlight some of the major legislative and executive initiatives to improve our domestic capacity to combat cybercrime.
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My principal concern with their article is not the accuracy of the information they present, but rather the extent to which that information provides a complete picture of the nature and scope of current cybercrime threats and available responses. With respect to cybercrime threats and responses, a full appreciation of the problem requires a narrower and more discriminating focus on the specific types of behavior characteristic of persons who commit specific types of cybercrime, and on the specific types of prevention measures necessary to reduce the effects of those cybercrime types. It also requires a focus on the background of cybercrime: i.e., cybercrime threats and responses that extend beyond the borders of the United States. While it is beyond dispute that “proactive measures are needed to counter this evolving threat,” a complete discussion of cybercrime threats must extend beyond national borders to adopt a global perspective.

II. PROFILING CYBERCRIMINALS

Pinguelo and Muller begin with what they term “a profile of the cybercriminal.” Although they state that “[t]here is no static ‘profile’ for a cybercriminal,” immediately thereafter they cite general findings by the Internet Crime Complaint Center (IC3) that more likely than not the cybercriminal whom American consumers and businesses encounter “will be a male from the United States,” the majority of whom live in eight states and the District of Columbia. They also briefly mention that “cybercriminals are not always lone wolves, but at times band together to further their criminal enterprises.” They later note that “disgruntled employees [in the government and business contexts] can be an especially harmful brand of cybercriminal,” citing varied examples of insider misconduct such as theft of intellectual property, sabotage, and identity theft.

Here, Pinguelo’s and Muller’s analysis, like some crime researchers’ efforts to profile cybercrime, is inadvertently reductionist. Without disputing that cybercriminals sometimes are lone wolves and sometimes band together, it is important for law enforcement officials and information-security specialists to understand in detail who commits different types of cybercrime, when cybercriminals act as lone wolves or in packs, how they commit different cybercrimes, and why.

With respect to insider threats, for instance, the U.S. Secret Service conducted a multi-year Insider Threat Study (ITS), in collaboration with Carnegie Mellon University’s Computer Emergency Response Team (CERT) Program. The ITS included separate

---

9 Id. at 4.
10 Id. at 5.
11 Id. at 6.
14 Id. at 7.
15 Id. at 11.
16 See id. at 12–13.
studies of illicit cyber activity in the banking and finance,\textsuperscript{19} information technology and telecommunications,\textsuperscript{20} government sectors,\textsuperscript{21} and computer sabotage in critical infrastructure sectors.\textsuperscript{22} These four studies revealed significantly different patterns of behavior and cybercrime techniques used to commit the offenses:

- **Banking and Finance:** This study found that most of the incidents were not technically sophisticated or complex, as “they typically involved exploitation of non-technical vulnerabilities such as business rules or organization policies . . . and were carried out by individuals who had little or no technical expertise.”\textsuperscript{23} In 70 percent of the cases studied, “the insiders exploited or attempted to exploit systemic vulnerabilities in applications and/or processes or procedures (e.g., business rule checks, authorized overrides) to carry out the incidents.”\textsuperscript{24} In 78 percent of the incidents, the insiders “were authorized users with active computer accounts at the time of the incident.”\textsuperscript{25} But only 23 percent of the insiders were employed in technical positions (with 17 percent possessing system administrator/root access within the organization), and 39 percent “were unaware of the organizations’ technical security measures.”\textsuperscript{26}

- **Information Technology and Telecommunications:** This study found that current and former employees carried out their illicit activities “in nearly equal numbers [53 current 47 former];” most insiders “were either previously or currently employed full-time in a technical position within the organization;” 38 percent of the insiders had been arrested previously (and 56 percent of those insiders with a prior criminal history had multiple prior arrests and convictions); insiders “represented a wide range of ages, from 17 to 58 years;” the majority of insiders “were single at the time of the attack, and had never been married;” and 91 percent of the insiders were male.\textsuperscript{27}

- **Government:** This study found that “insiders did not share common demographic characteristics,” for gender (50 percent were men, 50 percent women), race (42 percent were African-American, 39 percent Caucasian, 8 percent Asian, and 5
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percent Hispanic), or age (19 to 55); the majority of insiders (58 percent) were current employees in administrative and support positions that required limited technical skills; and nearly all were current employees of the target organizations.\textsuperscript{28}

- \textit{Sabotage:} This study found that the majority of insiders were former employees; at the time of the incident, 59 percent of the insiders were former employees or contractors of the affected organizations and 41 percent were current employees or contractors; the former employees or contractors left their positions for a variety of reasons (firing 48 percent, resigning 38 percent, and being laid off 7 percent); most insiders were previously or currently employed full-time (77 percent), in a technical position within the organization (86 percent), including system administrators (38 percent), programmers (21 percent), engineers (14 percent), and IT specialists (14 percent);\textsuperscript{29} insiders were demographically varied with regard to age (17 to 60), racial and ethnic background, gender (96 percent male), and marital status (49 percent married, 45 percent single, 4 percent divorced); and 30 percent of the insiders had been arrested previously, including arrests for violent offenses (18 percent), alcohol or drug related offenses (11 percent), and nonfinancial/fraud related theft offenses (11 percent).\textsuperscript{30} Furthermore, with regard to attack techniques, the study found that 57 percent of the insiders were granted system administrator access upon hire, but 85 percent of those no longer legitimately retained that level of access at the time of the incidents; in 57 percent of the cases, the insiders “exploited or attempted to exploit systemic vulnerabilities in applications, processes, and/or procedures” (e.g., business rule checks and authorized overrides); and in 61 percent of the cases, the insider’s actions “were limited to relatively unsophisticated methods of attack,” including user commands, information exchanges, and exploitation of physical security vulnerabilities.\textsuperscript{31} The study also found that in 87 percent of the cases, the victim organizations permitted employees remote access (56 involving solely remote access, 35 percent only from within the workplace, and 8 percent both from within the workplace and remotely).\textsuperscript{32}

More recently, Verizon, in cooperation with the Secret Service, issued a detailed report on data breaches.\textsuperscript{33} While it is organized differently from the Secret Service studies, the Verizon report provides detailed data on the nature of the criminals and the nature and types of data breach-related attacks. Most significantly, the report found that 70 percent of the attacks, but 98 percent of the data stolen, involved external agents (largely organized criminal groups) and 48 percent involved insiders (a notable 26
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percent increase from the preceding year); 34 48 percent of attacks involved an attacker’s misuse of system privileges, 40 percent hacking, 38 percent malware, 28 percent social tactics, and 15 percent physical attacks. 35 The report also noted that 85 percent of attacks were not considered highly difficult, and 96 percent of breaches were avoidable through simple or intermediate controls. 36

As both sets of studies make clear, there are often significant differences in the personal and attack characteristics associated with different types of cybercrime. Those differences substantially affect not only how potential target organizations defend themselves against such acts, but also how law enforcement investigates those acts. 37 Analysis that lumps together those differences to produce highly generalized statements about cybercriminals has little value for information-security scholars or practitioners.

III. DEVELOPING A GLOBAL RESPONSE TO CYBERCRIME

A. Enforcement Responses

At various points, Pinguelo and Muller cite examples of cyber attacks that are directed or launched outside the United States and have effects in the United States and elsewhere. 38 Yet their analysis does not address the implications of these data. No matter how broadly Congress and state legislatures draft criminal offenses and civil statutes to address cybercrime, U.S. investigators and prosecutors can do little to have any significant effect on conduct beyond our borders without assistance from foreign countries. In cybercrime cases with trans-border elements, U.S. and foreign law enforcement alike need timely access to foreign evidence, active cooperation with their foreign counterparts, and foreign statutes that clearly define various cybercrimes as criminal offenses for purposes of mutual legal assistance and extradition.

Pinguelo and Muller quote without comment another scholar’s assertion that “[i]law enforcement resources in cyberspace cannot keep pace with sophisticated cybercrime subcultures in anonymous offshore havens.” 39 In fact, while law enforcement around the world constantly faces the challenges of keeping pace with technological developments in cybercrime, 40 U.S. and foreign law enforcement agencies have an
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extensive and growing arsenal of international conventions and domestic criminal offenses and civil statutes to pursue transnational cybercrime effectively.

First among the relevant international conventions is the Council of Europe Cybercrime Convention. The Cybercrime (or Budapest) Convention is the first international treaty or convention expressly drafted to address several categories of crimes committed by means of the Internet and other computer networks. It sets forth essential categories of cybercrimes that Parties to the Convention commit to establishing as criminal offenses in their respective legal systems. It also sets forth essential categories of procedural requirements that Parties to the Convention commit to establishing in their domestic legal systems, such as preservation of stored computer and traffic data and disclosure thereof and real-time collection of traffic and content data. Finally, it prescribes specific international cooperative measures, ranging from general principles on extradition and mutual assistance to specific principles of cooperation on issues such as preservation and disclosure of data, mutual assistance in real-time collection of data, and operation of a “24/7 network” for round-the-clock points of contact on cybercrime-related requests for assistance.

Two United Nations Conventions—the United Nations Convention Against Transnational Organized Crime (the UNTOC or Palermo Convention) and the United Nations Convention Against Corruption (the UNCAC or Merida Convention)—are also applicable to a variety of scenarios involving cybercrime. The Palermo Convention directs that States Parties adopt legislative and other measures to establish as criminal offenses, inter alia, participation in an organized criminal group, laundering of proceeds of crime, corruption involving public officials, and obstruction of justice. By its terms, the scope of offenses under the Convention would reach any structured group of three or more persons acting in concert with the aim of committing one or more serious offenses established in accordance with the Convention. Thus, even cybercrime-related criminal
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conduct by groups of three or more could fall under the Convention’s provisions. The Convention also contains its own array of provisions to foster international cooperation in the pursuit of transnational organized crime.\textsuperscript{54} Finally, the Merida Convention, which addresses corruption in the public and private sectors, urges States Parties to consider adopting legislative and other measures to criminalize bribery and embezzlement in the private sector.\textsuperscript{55} It also directs States Parties to take appropriate cooperation measures pertaining to law enforcement authorities and to national authorities, and prompts the cooperation between national investigating and prosecuting authorities and the private sector.\textsuperscript{56}

Beyond these international conventions, a growing number of countries, whether because of or independent of the Budapest Convention, have enacted robust criminal and civil measures. In the United States, numerous federal offenses, including those that Pinguelo and Muller summarize,\textsuperscript{57} are applicable to cybercrime. Other countries have also enacted or revised national criminal offenses pertinent to cybercrime, including Australia\textsuperscript{58} and the United Kingdom.\textsuperscript{59} Wherever the United States has Mutual Legal Assistance Treaties or extradition treaties with other countries, and substantial cooperation from foreign authorities, the prospects of genuine international cooperation and of actual apprehension and prosecution of cybercriminals are very real.\textsuperscript{60}

\section*{B. Prevention Responses}

In contrast to their extensive description of the scope and severity of cybercrime, Pinguelo and Muller give regrettably little attention to the problem of preventing cybercrime. They acknowledge the difficulty of protection from “cyber spies,” but then assert that “individual companies can easily implement policies to reduce their exposure,”\textsuperscript{61} citing an automobile manufacturer’s blocking employees from using Facebook and some companies’ hiring of former hackers.\textsuperscript{62} In their conclusion, they also assert, without further discussion, that “merely educating one’s employees as to the
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reality of the cyber threat and simple steps they can take to reduce the company’s exposure could go a long way.\textsuperscript{63}

The reality of cybercrime prevention is vastly more complicated. While end-user education about cybercrime risks is necessary and useful as part of a larger prevention strategy, it is far from sufficient. Even if every government and private-sector employee refrained from using Facebook or P2P software while at work and patched home-computer software regularly, cybercrime would not be brought to its knees. As criminal organizations have learned that cybercrime can create new revenue streams for their enterprises, they have gravitated to attacking key commercial repositories of digital data and extracting large quantities of data for resale or criminal use.\textsuperscript{64} In March 2011, for example, Epsilon Interactive, a leading e-mail service provider that sends out more than forty billion emails a year for corporate clients in the United Kingdom and the United States, suffered a major data breach affecting at least fifty leading companies with transnational business.\textsuperscript{65}

One of the many complexities of cybercrime prevention is that some key points of cyber-vulnerability are found in products or systems of multiple companies that individually have no clear legal or economic incentive to correct the vulnerability. Here are two examples of this problem:

1. \textit{Browser Vulnerabilities}. A 2010–2011 survey by a compliance vendor found that approximately 80 percent of Internet users’ browsers are insecure. More than half of the vulnerabilities found reportedly stem from vulnerable “plug-in” applications (e.g., Java, Adobe Reader, Flash, and Windows Media Player), many of which are in widespread use, while only about 20 percent of the vulnerabilities are due to native browser applications.\textsuperscript{66} The vendor ascribed this difference to the fact that while browsers affirmatively alert users to the need to install updates or automatically install updates, few plug-ins automatically update, which requires information technology departments to determine whether updates are necessary and identify plug-ins that have auto-update programs.\textsuperscript{67}

2. \textit{Payment-Card Vulnerabilities}. To reduce the incidence of payment-card fraud, a number of leading financial institutions have adopted so-called “chip and PIN technology”: i.e., inclusion of a computer chip in the payment card that contains
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identification and authentication data for the cardholder that cannot be copied as readily as identifying data recorded on magnetic-stripe cards, coupled with the use of a unique PIN. Financial institutions in Europe have deployed chip and PIN over the past decade; 68 Asian countries including Japan, Singapore, and Taiwan had high adoption rates of chip and PIN in the past five years, 69 in Australia, Visa began a four-year plan in 2009 to move to chip and PIN card use by financial institutions and retailers, 70 and more recently, banks in sub-Saharan African countries such as Nigeria and South Africa and Central and South American countries such as Brazil and Mexico have increasingly deployed chip and PIN cards. 71

Although chip and PIN have not been invulnerable to certain criminal techniques, 72 countries that have adopted chip and PIN have reported striking successes in reducing identity-related crime. In the United Kingdom, chip and PIN implementation reportedly has been a major factor in reducing payment-card fraud within the country. 73 One report found that after the United Kingdom’s adoption of chip and PIN in 2003, domestic losses on United Kingdom transactions declined by 55 percent by 2008. 74 In Australia, in 2010, according to the Australian Payments Clearing Association, overall skimming fraud on Australian-issued credit, debit, and charge cards declined to AU $34.5 million (a 24 percent reduction). Within that total, skimming fraud on cards used in Australia accounted for AU $12.2 million (a 38 percent reduction), and skimming fraud on cards used outside of Australia accounted for AU $22.3 million (a 13 percent reduction). Although chip and PIN have been effective in reducing skimming fraud on cards used in Australia, Visa began a four-year plan in 2009 to move to chip and PIN card use by financial institutions and retailers, and more recently, banks in sub-Saharan African countries such as Nigeria and South Africa and Central and South American countries such as Brazil and Mexico have increasingly deployed chip and PIN cards.
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reduction). Notably, even skimming fraud in Australia with cards issued outside Australia sharply declined by 47 percent to AU $34.6 million.\footnote{Chip Technology Shifts Australian Fraud Landscape, FINEXTRA, (Dec. 7, 2010), http://www.finextra.com/news/fullstory.aspx?newsitemid=22077.}

What remains problematic for countries that have implemented chip and PIN is “card-not-present” fraud (i.e., fraud involving the remote use of payment-card data in transactions via the Internet, telephone, or mail).\footnote{See Steve Brunswick, Chip and PIN Impacts Australian Card Fraud, FINEXTRA, (Dec. 7, 2010), http://www.finextra.com/community/fullblog.aspx?blogid=4784.} Criminals who steal chip and PIN cards or data associated with non-U.S. residents can use them for online purchases of high-priced items that can be fenced, or for cash withdrawals from financial institutions in jurisdictions where chip and PIN technology is not deployed (principally the United States).\footnote{See CRIMINAL INTELLIGENCE SERVICE CANADA, 2010 REPORT ON ORGANIZED CRIME 29 (2010), available at http://www.cisc.gc.ca/annual_reports/annual_report_2010/document/report_oc_2010_e.pdf; John Leyden, Internet Scams Dominate UK Card Fraud Losses, THE REGISTER, (Mar. 4, 2007), http://www.theregister.co.uk/2007/03/14/uk_card_fraud_trends/.

In theory, preventing browser vulnerabilities has a simple solution: i.e., require all software vendors that offer “plug-in” technology to update their software to ensure automatic updating. Imposing that requirement through legislation, however, would be problematic on many levels—not least of them being the undesirability of using legislation to impose technology-specific solutions on multiple information-technology companies. Other possible means of accomplishing the same end, such as voluntary adoption of an auto-updating industry standard, would require someone in government or the private sector to initiate and coordinate the discussion with multiple participants in more than one industry sector.

Similarly, preventing payment-card vulnerabilities theoretically has a simple solution: i.e., require the U.S. financial sector to adopt chip and PIN or other “smart-card” technology that would be compatible with other countries’ payment systems. U.S. financial institutions, however, are reportedly concerned that transition to chip and PIN or other smart-card technology would require replacement of approximately 60 million magnetic-stripe readers with chip and PIN readers\footnote{See Michael Kassner, Debit/Credit Card Fraud: Can Smart Payment Cards Prevent It, TECHREPUBLIC, (Sept. 21, 2010), http://www.techrepublic.com/blog/security/debitcredit-card-fraud-can-smart-payment-cards-prevent-it/4451.}—an expense that individual retailers, rather than financial institutions, would be expected to bear. Moreover, the sheer multiplicity of participants in the payment-card system — card associations like Visa and MasterCard, card issuers, and merchants of all sizes, each of which has different financial incentives and disincentives\footnote{See Adam J. Levitin, Private Disordering?: Payment Card Fraud Liability Rules, 5 BROOK. J. CORP. FIN. & COM. L. 1, 6 (2011).}—and the lack of an obvious least cost avoider complicate the task of moving toward a nationwide solution.\footnote{For an indication of a possible voluntary solution, see Oliver, supra note 68.}
This is not to say that these (and other) cybercrime-prevention problems are insoluble, but simply that solutions are neither simple nor easy to develop and implement at a national level, especially when elements of that solution require the active engagement of key participants based outside the United States. In the borderless world of the Internet and digital payments system, the concept of a “security culture” that Pinguelo and Muller apparently favor can be fully realized only if public- and private-sector entities in many countries play a role in developing and maintaining that culture.

IV. CONCLUSION

Appreciation of any major crime phenomenon, like appreciation of a landscape or seascape, requires a patient and thorough examination of the whole scene. If Pinguelo and Muller have not provided a complete depiction of the cybercrime phenomenon, they at least deserve thanks for the rendering of the foreground. Other cybercrime scholars need to add their own brushstrokes to complete the scene.
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